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Abstract

Porous medium researchers and practitioners usually rely on macroscale models to
represent systems of concern. While macroscale models have often been formulated phe-
nomenologically, the thermodynamically constrained averaging theory (TCAT) provides
a means to rigorously derive closed macroscale models for a wide variety of systems.
However, the TCAT approach can appear overwhelmingly complicated, the entry point
for use unclear, and the advantages are not self-evident. In response to these perceived
shortcomings, we demonstrate several aspects of TCAT macroscale model formulations
for single-fluid flow in a porous medium. Specifically, we illustrate an essentially exact
macroscale model derived from a rigorous connection across scales, show how an entropy
inequality can be used to derive an approximate macroscale form for the Stokes-flow
regime, and examine models in the transition-flow regime. A special emphasis is placed
upon leveraging available results, and other application opportunities are discussed.

Keywords: Model Development, Upscaling, Porous Media

1 Introduction

Porous medium systems are usually modeled mechanistically at a continuum scale for which
upscaling or averaging has been performed, or assumed phenomenologically to have been per-
formed, such that phase boundaries are not resolved and the state is represented in part by
extent measures, such as porosity, volume fractions, and saturations [4]. This scale will be
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referred to as the macroscale, although this terminology is not universally used in the liter-
ature. Macroscale models are historically, and frequently still, posited phenomenologically
[5, 18]. Phenomenological models are so ingrained in porous medium research and practice
that they are accepted nearly universally within the hydrological community. These mecha-
nistic models include some combination of conservation equations and closure relations, which
are needed to render a model mathematically solvable. Without question, this approach has
led to descriptions that have benefited society and are widely accepted; many would consider
traditional phenomenological models of porous medium systems to be settled science.

A growing research community has also developed in the area of microscale, or pore-
scale, modeling with boundaries between phases resolved in space and time [9, 14, 46, 51, 58|.
Microscale modeling is based on more fundamental continuum mechanical principles than
phenomenological macroscale approaches. Although the length scale of systems that can
be modeled using microscale systems is continually increasing with evolving computational
methods and computing hardware advances [57], a broad disparity exists between the length
scale of feasible microscale simulations and applications of concern that require macroscale
approaches [33]. This disparity of scales can be used as a basis for questioning the worth
of microscale modeling beyond being an approach to advance fundamental understanding in
some cases.

An alternative perspective is that macroscale models can be derived rigorously, maintain-
ing a connection to fundamental microscale approaches, and closed in a thermodynamically
consistent fashion. While various upscaling approaches exist that enable the development of
such models, such as homogenization, volume averaging, and hybrid mixture theory [2, 29, 54],
we focus our attention on the thermodynamically constrained averaging theory (TCAT) ap-
proach because this approach is applicable to a wide range of systems and is thermodynam-
ically consistent across scales [19, 23, 25, 34]. Although TCAT methods have been used to
formulate a broad range of models, the mathematical details of the approach pose a significant
barrier to understanding and applying such models.

Our perspective is that models that are rigorously connected across scales are advanta-
geous and that available results can be used to advance improved models and shed significant
light on traditional approaches. We further assert that existing theoretical results can be used
relatively easily to understand scale connections, thermodynamic constraints, why standard
phenomenological approaches provide useful results in some cases, when phenomenological ap-
proaches are likely to be inadequate, and how to formulate rigorous new models by leveraging
available results.

The goal of this work is to demonstrate how TCAT can be utilized for formulating, closing,
and assessing macroscale models. The specific objectives of this work are: (1) to formulate
essentially exact microscale and macroscale continuum models; (2) to illustrate how an ex-
act macroscale model can be used to validate microscale numerical solutions and upscaling
approximations; and (3) to show how extant entropy inequalities can be used to guide ap-
proximate model closure.

2 Model Formulation

2.1 Overview

TCAT provides an explicit connection across length scales [23]. This means that all macroscale
equations and quantities can be expressed in an exact form based on some averaged form
of microscale quantities. The purpose of this section is to formulate an essentially exact
macroscale model—noting caveats that result from reliance on a microscale model that purists
might not consider “exact” and the need to approximate averaging operators needed for
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upscaling. This macroscale model will, in turn, be used to demonstrate the connection between
scales, validate approximate microscale simulation and averaging methods, demonstrate the
role of closure approximations, and illustrate the way in which an entropy inequality can be
used to formulate closure relations needed to solve macroscale models. These elements will
be achieved using an example of single-fluid flow through a porous medium system [20, 23].

TCAT model hierarchies are typically derived for general classes of models. A class of
models is distinguished by the scale of the resultant model (e.g., macroscale, megascale (system
scale), or some combination of scales); the entities present, including the phases, interfaces,
common curves, and common points included in the model; the bulk or compositional nature of
the transport phenomena of concern; and the underlying thermodynamic theory relied upon.
This classification ensures that broad classes of models can be derived but that the formulated
model complexity can be tractable. Once a formulated hierarchy is developed, it may be used
for any model that is a subset of the hierarchy by applying a set of secondary restrictions
[23]. The secondary restrictions specified here are: (1) an isothermal system, (2) a Newtonian
fluid, (3) a solid phase that is immobile, incompressible, of a constant volume fraction and
orientation in space and time, and having a constant mean and Gaussian curvature of the
bounding surface at the microscale, (4) a massless interface of constant macroscale extent
and interfacial tension, (5) an invariant composition of each phase, implying inter-entity
mass exchange and reactions do not occur; (6) a nonlinear equation of state that relates the
density and pressure of the fluid; and (7) the only body force is a constant gravitational
acceleration vector. These restrictions are made to simplify and make more transparent the
accomplishment of the objectives of the present work. The principles explored apply to more
complicated and less restricted models derived from TCAT hierarchies as well. In the following
sections, we use the enumerated restrictions to formulate an example that demonstrates and
accomplishes the objectives of this presentation.

2.2 Microscale Model

Cornerstones of mechanistic continuum models are the principles of conservation of mass,
momentum, and energy. Due to the isothermal nature of the restricted system considered,
the conservation of mass and momentum equations are the equations of concern here. The
system of concern was detailed through the secondary restrictions given in §2.1.

For a phase, the microscale conservation of mass equation can be written as [23, Eqn
(2.21)]

0
% + V- (pava) =0 for a €Jp, (1)
and the microscale conservation of momentum equation can be written as [23, Eqn (2.27)]
O(pav
(pgta) + V- (pavava) — Vetg — page =0 for a € Jp , (2)

where subscripts denote a microscale quantity, « is an entity qualifier, p is density, ¢ is time, v
is the velocity vector, t is the stress tensor, g is gravitational acceleration vector, Jp = {w, s}
is the index set of phases, w represents the fluid phase, and s represents the solid phase [23].

Because of the solid-phase restrictions, only the conservation equations of the fluid phase
require solution, which would not be the case for a mobile, deformable solid phase. Eqns (1)
and (2) are four scalar equations resulting in 10 unknowns, 1 from p,,, 3 from v,,, and 6 from
t, due to symmetry, and assuming the body force is known. This deficit of six equations
must be resolved for a solvable mechanistic model. The stress tensor for a Newtonian fluid is
commonly expressed as

A~

2y
ty = —pul + 2fidy — % (ldy) 1, (3)
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where the rate of strain tensor is
1
d, = 3 (Vv + (Vve)T] | (4)

Dy 18 the fluid pressure, [, is the dynamic viscosity, | is the identity tensor, and the bulk
viscosity has been neglected [7]. The sum of the last two terms in Eqn (3) comprise the
viscous stress tensor, T,,. Equation (3) provides relations for the six unknown components
of the symmetric tensor t,,, assuming fi,, can be specified; but it also introduces the fluid
pressure as a new variable that still leaves a deficit of one equation. This deficit can be
resolved by specifying an equation of state of the form

Pw = f(pw) ) (5)

where f can be specified based upon the isothermal, constant-composition conditions stated
in the secondary restrictions given in §2.1. Eqns (3) and (5) are microscale equations that
are well established for slightly compressible, Newtonian fluids—sufficiently so that they will
be considered essentially exact for the purposes herein. Thus an essentially exact microscale
model exists consisting of the microscale conservation of mass and momentum equations
together with the Newtonian stress tensor and an equation of state. The goal then is to upscale
and utilize this microscale model to illustrate the connection across scales, examine different
flow regimes, validate numerical methods, and examine closure approximations constrained
by the TCAT entropy inequality.

2.3 Macroscale Model

The conceptual approach and mathematical details of all parts of the TCAT approach are
available in the literature and need not be repeated here [e.g., 19, 20, 23, 34, 36]. Instead, we
will provide a brief summary and the relevant macroscale conservation equations consistent
with the microscale model presented in §2.2. An exact form of these equations will be formu-
lated to demonstrate the connection across scales and motivate the closure approach used in
the TCAT model-building approach.

The TCAT approach produces macroscale equations by applying an averaging operator
and averaging theorems to microscale equations. Both of these applications are exact; thus
exact macroscale equations are derived based upon essentially exact microscale equations.

Applying an averaging operator and averaging theorems (Appendix A for definitions) to
Eqn (1) yields the macroscale conservation of mass equation for the w phase given by [23,
Eqn (6.60)]

8(5&) _
+ \VAS (Ew w w) =0 6
where superscripts denote a macroscale quantity, € is a volume fraction, p* is an average
density, ¢ is time, and v is a density-weighted velocity. Eqn (6) does not include a mass
exchange term because of the secondary restrictions applied to the system of focus. The
precise definitions of all averaged quantities ensure a connection between the microscale and
the macroscale for all quantities appearing in these equations.

For an averaging domain 2 of fixed volume regardless of location within the system, an
exact constraint equation follows in light of the restrictions on the solid phase such that

w

€ =e, (7)

where € is a specified constant porosity for the system.
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Macroscale conservation of momentum equations can be derived in a similar fashion by
averaging and simplifying Eqn (2) yielding the macroscale equation given by [23, Eqn (6.92)]

0 (eﬁpwvw>
——

S—w

+ V. (ewpwvwvw) -V- <eﬁtﬁ> — g — T =0, (8)

where t¥ is the macroscale stress tensor, g¥ is a density-weighted averaged body force vector,
S—w
T represents momentum exchange from the solid phase to the fluid phase. Momentum

exchange resulting from mass exchange between entities is omitted from Eqn (8) because of
— S—w
the specified restriction precluding mass exchange. Specific forms of t* and T that link the

microscale and the macroscale are available, supporting the essentially exact nature of Eqn
(8).

Averaging from the microscale to the macroscale results in the definition of the macroscale
stress tensor given by [23, Eqn (6.92)]

tﬁ = <tw - Pw (Vw - VW) (Vw - vw)>Q’W7Qw ’ (9)

where the brackets denote an averaging operator (Appendix A) and the subscripts denote the
region of integration and the normalization region, respectively, both of which are the domain
of the w fluid phase within the averaging region denoted by €,. A complete derivation
of this expression and details on various forms of the averaging operator are available in
the literature [23, 34]. To evaluate the macroscale stress tensor from Eqn (9), microscale
information is needed for v,, and for the stress tensor denoted t,,, given in Eqn (3).

Averaging from the microscale to the macroscale yields the definition of the inter-entity
transfer of momentum given by [23, Eqn (6.85)]

S—w

T = (tyny)g o, (10)

ws>H

where n,, is the unit normal vector pointing outward from the w phase at the interface
between the w and s phases, and integration is over this interface, {2,,s. Normalization is over
the averaging region domain, €.

Eqns (6) and (8) specify a macroscale model for the single-phase flow problem considered
here. Since p% is an intrinsic average, it can be computed by applying an averaging operator
to Eqn (5)

P = (pu)a,.a, = (F))ay.a, # F0) (11)

resulting in a system of five equations in five unknowns that is solvable if a microscale solution
exists. For nonlinear equations of state—assumed here, the form of Eqn (5) cannot be assumed
to apply directly at the macroscale, which is noted in this equation.

Thus we have an essentially exact macroscale model for this specific case, provided we have
a microscale solution to Eqns (9), (10), and (11). When a microscale solution is unavailable,
which is generally the case, alternative closure relations are needed (see §4). Note that some
error will occur in approximating the averaging operators needed to produce the macroscale
solution from the microscale solution. This demonstrates that a firm connection across scales
exists. This connection can be used as a microscale simulation validation. Any accurate
microscale numerical solution and averaging upscaling procedure must satisfy the derived
macroscale model. The extent to which this macroscale model is not satisfied is a measure
of numerical approximation error. Even for the case in which only a microscale solution is
desired, real-time computation of the macroscale model solution provides a valuable means
to monitor the reliability of the microscale solution.
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2.4 Thermodynamic Considerations

A distinct and unique feature of TCAT is that it averages thermodynamic relations from the
microscale to the macroscale. This is done to maintain a clear connection between thermody-
namic relations and variables well-understood at the microscale to relations and quantities at
the macroscale. In some approaches to obtaining larger scale equations, thermodynamics at
the microscale is not part of the analysis (e.g., in the fine work that led to Darcy’s law of flow
[12, 13] and the postulation of Fourier’s law of heat conduction [17, 44]). In other approaches,
microscale thermodynamics is bypassed with thermodynamic relations being proposed di-
rectly at the larger scale (e.g., in early averaging efforts for porous media [28] and persisting
in the porous media literature and its offshoots to the present [6, 59]). When proposed at the
larger scale, the relations employed are typically referred to as part of a thermodynamically
“consistent” model [e.g., 42, 45]. These “consistent” models indeed have the trappings of
thermodynamics with thermodynamic relations that appear to mimic those at the microscale.
Unfortunately, the quantities are not tied to microscale precursors and thus are undefined and
unmeasurable. For example, indicating a quantity to be p® does not necessarily mean that
it is pressure or that it is rooted in a well-defined microscale pressure. Furthermore, these
“consistent” approaches typically make use of rational thermodynamics, an approach that is
not without controversy [32, 43, 49, 50, 55, 56], and which has the feature that temperature is
considered to be a primitive variable that actually has no correspondence with temperature as
employed in classical irreversible thermodynamics. The challenges associated with averaging
also confound the use of rational thermodynamics to provide consistent, testable models.

Miiller has commented, “If the truth were known and admitted, rational thermodynamics
is not all that different from the thermodynamics of irreversible processes” [43], the latter being
the formulation that we employ. He has also noted that it is now accepted by most people that
rational thermodynamics cannot be used for non-linear problems. These comments suggest
that the use of rational thermodynamics, as it often is as an essential aspect of what is called
hybrid mixture theory, is inappropriate. The absence of any relation between large-scale and
small-scale properties is the primary shortcoming.

We observe that thermodynamics in its purest form is posited for equilibrium systems
with no spatial gradients. When this situation applies, the equivalence among properties at
any scale above the microscale is assured. The extension of thermodynamics to systems away
from equilibrium is the cause of complications. The local equilibrium assumption applies
the restriction that relations among thermodynamic variables that apply for an equilibrium
system apply locally, i.e., at a microscale point. Thus, variables need not be uniform but may
vary in space from point to point. It is this variability that creates the challenges in defining
larger-scale, averaged variables.

Extensive quantities may be integrated over their associated regions. Mass per volume,
momentum per volume, and energy per volume may be integrated over a volume to obtain
their extensive counterparts. There is no ambiguity. Division of the extensive mass by the
integration volume gives the average mass density. Division of the extensive momentum by
the extensive mass gives the average velocity. There is no similar unambiguous approach to
defining intensive variables. For example, average temperature could be defined as an average
over a volume, as an average weighted by heat capacity, as an average weighted by entropy,
or by any averaging procedure that one chooses to define. Because of this challenge, it is
not sufficient to identify a macroscopic intensive quantity without also explicitly noting the
procedure used to derive that macroscale quantity from a microscale precursor.

As an example of the importance of defining macroscale temperature, the Euler equation
for a pure fluid has been obtained by averaging to obtain [23, Eqn (7.13)]

Ea — eana _pa + paﬂa’ (12)
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where F is internal energy per volume, 7 is entropy per volume, 6 is temperature, p is pressure,
p is mass density, and p is chemical potential. In this equation, quantities with a superscript
«a have been obtained by averaging their microscale counterparts over a volume; chemical
potential has superscript @ to indicate that it has been obtained as a mass density weighted
average of microscale chemical potential. We have used the superscript @ to indicate that the
average employed is some particular version that must be defined. For temperature, we use
the entropy weighted average such that [23, Eqn (7.5)]

/ Naba dr

=" (13)

/na dr

Qa

The implications of this feature can be noticed, for example, if we average the ideal gas
equation
Pa = patiba (14)

where R is a constant equal to the ideal gas constant divided by the molecular weight of the
gas in the « phase. Averaging of this equation by integrating over a volume gives

p* = p*RO™ (15)

Therefore, we have two different indexes of macroscale temperature. They will be equal only
if the entropy-weighted average temperature is equal to the mass-density-weighted average
temperature. When they are not equal, either the Euler form of Eqn (12) or the equation of
state in Eqn (15) will have to be modified if only a single macroscopic temperature measure
is to be used in an analysis. This result shows that an equation of state or a constitutive
relation appropriate for one scale does not necessarily transfer directly to a larger scale. This
observation is important for obtaining definitions of other intensive variables, such as pressure
and chemical potential, which could be averaged to obtain large scale values using different
weighting coefficients or domains of averaging. Using the TCAT approach, we are careful to
ensure that macroscale variables are uniquely and explicitly defined in terms of the averaging
procedure used to transition to the macroscale.

3 Computational Approach

3.1 Overview

To illustrate how scale consistency can be used to validate microscale numerical solutions and
inform macroscale closure approximations, the microscale governing equations were solved
numerically for three porous medium domains. From the microscale solutions, macroscale
variables were calculated, where the macroscale domain was defined as the entire microscale
domain, and thus can be represented as a single point. The microscale simulation approach,
the domains analyzed, as well as the methods used to calculate macroscale variables from the
microscale solution are presented.

3.2 Finite Volume Methods

The open-source, computational fluid dynamics package OpenFOAM (v2406) was used for
all microscale simulations [53]. To allow for tailored numerical approximations, the following
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form of microscale governing equations were solved

0pw B
ﬁ + V. (pwvw) =0, (16)

and

8(pwvw)

ot

where pl, = py, — pw8,-h, h is a position vector, and gravity is assumed constant. A steady-
state solver was implemented, where the simple algorithm was used to solve the governing
equations [51]. This algorithm performs iterative under-relaxation until a specified error
tolerance is met. In this work, the magnitude of Eqn (8) was the error measure and a
maximum allowable tolerance of 10~ was specified. Linear solver tolerances were set such
that the residual of Eqn (8) was the leading source of error.

+ V- (pwVwVw) — VeTu + VD, + 8,hVpy, =0, (17)

3.3 Porous Medium Domains

Three periodic porous medium domains were generated for this work. A sphere-packing code
was used to generate 50 uniform (radii = 1 mm) and 50 log-normally distributed (mean =
0.1 mm, standard deviation = 0.5 mm) spheres for two of the domains [1]. For the third
domain, an additional set of 50 uniform spheres (radii = 1 mm) were packed in a non-cubic
domain and then converted to ellipsoids by shrinking the domain in a direction orthogonal to
the primary direction of flow by a factor of 2.0 [9]. Table 1 contains geometric measures for

each domain including the specific surface area of the ws interface (¢“*) and Figure 1 depicts
the domains.

Table 1: Geometric Measures of the Porous Media Domains

Property Uniform Log-normal Ellipsoid
Simulated Volume (mm?) 6.69° 10.53 5.943
€” (unitless) 0.394 0.346 0.454
€% (mm~1) 1.81 1.01 2.05
Sauter Mean Diameter (mm) 9.25 114 7.21

To generate computational meshes, a background mesh of 200° was used along with
snappyHexMesh, a mesh generation tool accompanied with OpenFOAM, to resolve the solid
phase. Similar to the work in [9], near surface refinement of level 2 was used to accurately
model the surface of the solid, however, snapping was also used to further improve the mesh
quality and resolution of the ws interface. The resultant meshes had an average of 3.5 x 107
(3303) cells.

3.4 Simulation Specifics

For the simulations, water was assumed to be the fluid. As such, the viscosity (fi,) was set
to 8.9 x 10™* g/mm-s and the density was defined as

Pw = pw70€5}7w , (18)

where p,o = 1072 g/mm?3, and B = 107'% mm-s?/g. Cyclic boundary conditions were
applied on all boundaries except the inlet and outlet boundaries. The velocity at the inlet



T.M. Weigand et al. ARC Geophysical Research (2025) 1, GR1

(a) Uniform (b) Log-normal

(c) Ellipsoid

Figure 1: Porous medium domains examined where the computational meshes consisted of
the portions shown in blue.
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was calculated from a specified macroscale mass flow rate (m;,,) entering the system given as

/ PV Dy dt = my;y, (19)
Tin
and a zero gradient boundary condition was applied at the outlet

(Vv ny) [out =0 - (20)
A no-slip condition was used on the ws interface, defined as

(Vw.nw) |Qws = O . (21)

The inlet mass flow rates ranged from 1 x 10~7 — 3.0 x 107! g/s resulting in 32 simulations
per domain. The other solution variable, p!, , was calculated based on the specified velocity at
the inlet and set to a value of 0 g/mm-s? at the outlet. On the ws interface, a zero gradient
condition was applied, given as,

(VPlnw) .. = 0. (22)

lg,| Wwas set to 9.81 x 10° mm/s? for all simulations. Only state-state simulations were
considered so no initial conditions were required.

3.5 Macroscale Verification of Microscale Simulations

Macroscale quantities were calculated from microscale simulation results for the domains pre-
sented based on their formal definitions and through use of the transport theorems (Appendix
A) [24]. We treat the microscale domain as a single macroscale averaging region. To ensure
the accurate construction of macroscale quantities, the same numerical approaches that were
used to solve the governing equations were used to determine the macroscale variables. Failure
to do so can result in significant errors in the macroscale variables. For example, in Open-
FOAM, pressure is decomposed as shown in §3.2, and the macroscale pressure gradient was
calculated with the averaging operator and gradient theorem as

Vp¥ = (Vpuw)g, o T (Pulw)g,, o > (23)

where Vpy, = Vpl, + puwg, + 8w hVpy, resulting in

Vp" = <Vpiu + pw8y + gw°hva>9w’9 + <(p2u + ,Owgw'h) nw>Qws,Q . (24)

Note that the average of a microscale derivative is not, in general, the derivative of a macroscale
average and a boundary term arises that must be included. The term Vp!, is computed at
cell faces of the computational mesh as opposed to other gradients that are determined at
cell centers. Due to the mass density weighting that is often used for defining macroscale
variables with TCAT [23], it is convenient to determine macroscale derivative terms thorough
application of the product rule. To demonstrate this, the gradient of macroscale chemical
potential (u™) is computed as

€ p V" = (puwV tw + wVpuw)a, o — (Pubwie)q,, o

- <Nw>Qw,Qw,pw [<pr>gw,g - <pwn’w>QwS,Q ) (25)
where ) A
— _Bpw
Py = ~(1—e . (26)
pw,OB ( )

10
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Further, we make use of the Gibbs-Duhem relation [23, Eqn (3.43)], py Vi, = Vpy, and Eqn
(24) to calculate the macroscale gradient from the solution variables. The gradient of the
macroscale gravitational potential (%) is calculated from microscale precursors as

Eﬁpwvww = (—puwly + QzZ)Wpr>Qw7Q - <Pw¢wnw>QwS7Q
— (B0 g | (VA0 — (Putiwda,. ] - (27)

where Vi, = —g,, [23, Eqn (2.50)].

Parallelization in OpenFOAM is accomplished through domain decomposition [53]. For
each subdomain, the full suite of macroscale variables were computed. All macroscale data,
however, is shown for a single averaging region that contains the entire computational domain
(i.e. the macroscale integrals were summed across subdomains and then normalized).

Figure 2 shows the magnitude of the residual for the macroscale conservation of mass
and momentum equations [Eqns (6) and (8)] where all terms were determined from averaging
microscale simulation results. Convergence was declared once the magnitude of Eqn (8) was
less than the allowable tolerance. No restrictions were placed on the macroscale conservation of
mass equation, and we see the magnitude of the residual increase as the Reynolds number (Re)
increases. This validation process not only ensures the numerical accuracy of the microscale
simulations, but also our ability to accurately compute macroscale variables, and consistency
with the exact form of the macroscale model.

10*8— o ® o0Mm® oD @ ¢ ¢ IR CONINED CNSINENSIND
10—10 i
“©
=
e
210712
02 X %L
5 K
v 107141 s S R %
e X . % XX
= L X ROHK
E X)( % X
%010—16_ g X
= x, %
*
10—18 i
X
X

B G T T T
Reynolds Number

Figure 2: The magnitude of the residual for Eqn (6) and Eqn (8) shown with crosses and
circles, respectively, for the uniform (blue), log-normal (orange), and ellipsoid (green) domains.
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4 Macroscale Model Closure

4.1 Overview

The exact model formulated in §2.3 is closed only because it was assumed that a microscale

solution existed. Specifically, t* was defined with Eqn (9), S%‘w was defined with Eqn (10),
and p* was defined with Eqn (11), all of which are expressions involving microscale quanti-
ties. Lacking such a microscale solution, approximations of these three quantities are needed
as a function of other macroscale quantities that are resolved. The connection between the
microscale and macroscale models can be used to inform the approximate closure, parame-
terization, and evaluation processes for the macroscale model.

The closure of macroscale models is often approached phenomenologically based upon
observational support [5]. While this approach has resulted in useful solutions in some cases,
a more rigorous, theoretical approach is more illuminating and generally applicable [9, 22, 52].
The TCAT approach provides a framework for formulating and closing models, which can be
applied to the macroscale example considered herein [20]. Consideration of the formulation
and closure of this single-fluid macroscale model is sufficient to demonstrate the advantages
of the TCAT approach and the manner in which available results can be used. In the sections
that follow, the role of the entropy inequality, and macroscale closure for Stokes and transition
flow are presented.

4.2 TCAT Entropy Inequality

The TCAT approach provides the connection between scales of conservation equations, ther-
modynamic principles, and kinematic evolution equations based upon averaging theorems
[23, 26]. While the TCAT macroscale equations provide the connection between the mi-
croscale and the macroscale, as previously shown, these equations alone in the absence of a
microscale solution do not provide closed macroscale models. Because of this observation, an
important component of TCAT is the entropy inequality, which is useful for generating the
closure relations needed to formulate closed macroscale models. The entropy inequality re-
lates the sum of the products of fluxes and forces to the entropy production rate, which must
be a non-negative quantity for consistency with the second law of thermodynamics [23]. The
flux and force formulation is routinely used in irreversible thermodynamics [7]. While these
entropy inequality expressions can be long and off-putting, spanning multiple pages in some
instances, they are highly useful. The usefulness of these expressions arises from reasoning
that can be performed to ensure that closure relations that are posited are consistent with the
entropy inequality and known equilibrium conditions. Alternatively stated, the entropy in-
equality provides a set of permissibility conditions constraining valid closure approximations.
Ignoring the entropy inequality in generating closure approximations, for example by proceed-
ing based upon phenomenological approaches alone, runs the risk of producing relations that
violate the second law of thermodynamics and thus cannot be correct [38, 40].
Being more explicit, a macroscale balance of entropy equation has been developed of the
form [23, Eqn (9.1)]
S¥ =A% forac], (28)

where S§ is defined as the sum of the accumulation, advective transport, non-advective trans-
port, inter-entity exchange, and source of entropy; A? is the entropy production rate density;
and J is the set of all entities for J = {w, s, ws} for the case of single-fluid flow with ws being
the interface between the phases. While detailed representations of each component of S*E
are available and resemble the conservation equations, a shorthand form is adequate for the
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purpose at hand. The second law of thermodynamics requires that [23, Eqn (9.5)]

Y sT=Y A"=A>0, (29)

a€cd aecld

where A is the total entropy production rate density for the system.

While Eqn (29) is a precise statement of the second law of thermodynamics, it is not of
a form that is of optimal use for constraining the form of closure relations for mechanistic
models. A more useful form transforms the left-hand-side of Eqn (29) into a sum of the
products of fluxes and forces representing dissipative processes that are known to potentially
generate entropy. To arrive at this more useful form, it is necessary to connect the conservation
equations, which include the dissipative processes of interest, to the entropy balance equation,
which is accomplished using thermodynamic equations. While any thermodynamic theory can
be selected within the TCAT approach, classical irreversible thermodynamics has been relied
upon for the results relevant here [20, 23].

The connection between dissipative processes and the entropy production rate can be
derived by formulating an alternative statement of the second law of thermodynamics, which
can be written as the augmented entropy inequality given by [23, Eqn (9.20)]

SST Y AT+ Y A5 PT Y A ME+ 322G+ YT MTE Y AT

a€eld acd acld acld aeld acld acld
=Y A"=A>0, (30)
a€d

where all adorned A are Lagrange multipliers that form a product with a respective con-
servation or thermodynamic equation, £ represents conservation of energy equations, P2
represents conservation of momentum equations, ./\/lf represents conservation of mass equa-
tions, G represents potential energy equations, 7,% represents thermodynamic equations, and

ga* represents derivatives of potential energy equations. The complete details of each of these
equations have been derived and are available in the literature but are not necessary for the
present discussion [23]. As an example, MY is a material derivative form of Eqn (6) and P¥ is
a material derivative form of Eqn (8). Just as with these examples, all equations multiplied by
Lagrange multipliers are arranged in a form such that they are equal to zero—preserving the
validity of the statement of the entropy production rate while providing a means to introduce
dissipative processes into the formulation.

Because each of the placeholder variables represents an entire equation, it can be observed
that a fully expanded version of Eqn (30) is a lengthy expression that on the surface does not
convey much meaning. The details of this form are not needed here. What is useful to note
is that a desired form of this equation can be written as

Z J F; + Z J;F; + Z Ji:F,=A>0, (31)

1€V 1€V, 1€V

where the J terms represent fluxes, the F' terms represent forces; the first grouping is a scalar
pairing, the second grouping a vector pairing, and the third grouping a tensor pairing of fluxes
and forces; Vg is the set of scalar quantities; 'V, is the set of vector quantities;, and V; is the
set of tensor quantities. Substantial manipulations are needed to arrive at Eqn (31), and
once-completed these manipulations do not need to be repeated for formulation of closure
relations for a new model from the same basic class of models [20, 23]. Thus, available results
can be reused, allowing rigorous derivations to be performed relatively quickly and efficiently.

Some additional details can shed some light on the manipulations needed to arrive at
equations of the form of Eqn (31). The Lagrange multipliers in Eqn (30) are free parameters
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since they multiply equations that are zero. These parameters are selected to eliminate ma-
terial derivatives that are known to vanish at equilibrium, and the solution to meet this goal
also conveys the convenient property of assuring that the resultant equation is dimensionally
consistent [23, Eqns (9.25)—(9.30)]. Collecting of related terms from various equations and
simplifying to a form informed by known equilibrium conditions produces a constrained en-
tropy inequality, which while exact and of archival value is not in pure flux-force form. A pure
flux-force form, as is shown abstractly in Eqn (31), requires approximations and is referred
to as a simplified entropy inequality (SEI). To be fair, this can be considered somewhat of a
misnomer for a general model hierarchy as the expressions may not appear simple to many.

Model hierarchies in TCAT are usually chosen with sufficient generality so as to support
a range of models, leveraging general results for multiple uses. Subsets of a general model
hierarchy can be specified after a general SEI has been developed, which enables simplifica-
tions of the general form. For example, an available SEI restricted to the case of isothermal
conditions with no mass exchange can be written as [23, Eqn (9.63)]

% (eﬁtﬁ + eipuq) d7 + % <€§t§ - egts) E

— eﬁvws (- Gws)} d7s

2l

[E:St

wW—wWSs

\Y% (6:29“’) — €UV (W 4 7) — pVg” + T

(V)

p w—ws  S—WS __ —
{V |:(| _ Gws) Ews,yws] + T + T } (sz _ vs)
D

Qs T W“’SJS’S] =Y A">0, (32)

acld

.+ (Neetemg) g

wsH

where d* = [Vv® + (Vv¥)T]/2 is the macroscale deformation rate tensor for the « entity,
~%$ is the interfacial tension of the ws interface, G* is a geometric orientation tensor for the
ws interface, pi° is the pressure of water phase averaged over the ws interface, and J° is
twice the mean curvature of the ws interface. This SEI can be simplified further because of
the additional restrictions specified for the class of problem being considered. Because the
solid phase and interfaces are motionless and of a constant extent, interfacial tension, and

orientation, Eqn (32) can be written as

% (eﬁtﬁ + eﬁpwl> :d”

1 — = _ _ = __ s—=w _
+ ] \Y (ewpw) — e p"V (uw + ww) — g — T |-vV=A>0, (33)

where only two flux-force pairs remain for this example. This SEI can be used to generate
closure relations for macroscale models, which are not unique but must be consistent with
Eqn (33) and provides a connection between variables that arise from conservation equations

(e.g., p*,d”) and thermodynamic variables (e.g., 1™, ™).

4.3 Stokes Flow

Macroscale models of general use are approximate because the microscale quantities relied
upon above to formulate an exact model are not available unless a microscale solution already
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exists. Thus, an approximate macroscale model is sought. Consider the case of Stokes flow
at the microscale for which Eqn (2) simplifies to the form [7, Eqn (3.5-8)]

Vety + puwgy, =0. (34)

Note that the accumulation and nonlinear advective transport of momentum terms vanish in
the Stokes limit that corresponds to Re < 1, where

Vol

Re = 2w¥wt (35)

oy
and ¢ is a characteristic length scale that can be taken as the Sauter mean particle diameter
for a porous medium system. Eqn (34) is a linear momentum equation, which can be averaged
to the macroscale giving

= = — S—w
V- (ewtw) +ep¥g"+ T =0, (36)
where t¥ is an intrinsic average of the microscale stress tensor and not the macroscale form

given by Eqn (9). The difference in form results from imposing the Stokes flow limit at the
microscale in deriving Eqn (36). While simpler in form than Eqn (8), Eqn (36) still includes

S—w
t¥ and T , which are expressions involving averages of microscale quantities that are only

accessible if a microscale solution exists.

With microscale simulations, we are able to directly examine each term in Eqns (8) and
(36) and estimate the Stokes limit for each of the domains. Figure 3 depicts the component
in the primary direction of flow for the terms in the macroscale conservation equation. The
time derivative of all solutions is zero as only steady-state simulations were considered. As
the Re increases, the values of each term in Eqn (36) (note, we depict t¥) remain relatively
constant until Re ~ 1 for each of the domains. Since we solved the slightly-compressible
Navier-Stokes equations at the microscale, the applicability of Eqn (36), as opposed to Eqn
(8), can be determined as a function of Re. Using a maximum allowable residual of 1078, the
Stokes equation is valid for Re < Re; = 0.15, 0.17, and 0.075, for the uniform, log-normal, and
ellipsoid domains, respectively. At and above Reg, the nonlinear advective transport term,
which does not appear in the Stokes equation, becomes significant. Therefore, the macroscale
momentum equation given as Eqn (36) is only valid up to Re, for errors on the order of 1078,

To generate i generally applicable approximate macroscale solution, an approximation to

S—w

t¥, or t¥, and T are required, which must be formulated in terms of accessible macroscale
quantities, which can be accomplished using the SEI given by Eqn (33). This equation includes
two flux-force pairs. The independent forces are d” and v, and the independent fluxes are
the terms that multiply each of these forces. Any valid closure approximation must satisfy
the inequality given by Eqn (33). While valid closure approximations are not unique, the
objective is to approximate the finer scale detail that is unknown as accurately as needed for
the intended purposes of the model. Because of the independence of the fluxes and forces,
each of these flux-force pairs can be considered independently [23].

Because d” depends upon Vv?, an approximation can be made that the flux-force pair
involving d” is of a higher order, thus less important, than the flux-force pair involving v.
This is akin to dropping higher order terms in a Taylor series expansion. Consider the first
flux-pair, which requires

(thﬁ + eﬁpwl) :d” >0. (37)

A zero-order approximation is the simplest possible approximation that satisfies this equation
[20]. Such an approximation leads to [23, Eqn (9.74)]

(eﬁti + empwl) {d” =0, (38)
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Figure 3: Comparison of terms in Eqn (8) as calculated from microscale precursors. Values
shown are in the primary direction of flow which is opposite the direction of gravity.
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Figure 4: Evaluation of macroscale stress tensor closure relation Eqn (38).

which can be satisfied by

t = —p“I. (39)
Eqn (39) satisfies the SEI and ensures consistency with the second-law of thermodynamics,
as any valid closure relation must. Recalling Eqns (3) and (9), this closure approximation
implies macroscopically inviscid flow, which is consistent with the observations of flow at the
macroscale.

From the microscale simulations, we are able to quantify the error introduced with the
zero-order macroscale closure approximation. Figure 4 depicts the evaluation of Eqn (38) for
the three simulation domains where the error from the closure approximation is the deviation
from zero. The error associated with this approximation is < 10~® at Re < Reg, which
validates this approximation. However, alternative closure approximation approaches may be
needed for larger Re.

The second condition that must be satisfied based upon Eqn (33) is

S—w —

[v (Eﬁpw> _ eﬁpwv (#E+¢E) _ eﬁpwgﬁ_ T 'Vw 2 0 ’ (40)

which is assumed to be the dominant entropy-producing flux-force pair for this problem. The
S—w

force is v and the flux is the preceding term that is dotted with this force. Note that T

is a component of this flux and involves generally inaccessible microscale quantities as shown

in Eqn (10), and appears in Eqn (36). A useful closure approximation would thus provide
S—w

an approximation for T in terms of macroscale variables that are accessible. Note that the
flux quantity being approximated is a vector.
The simplest approximation consistent with Eqn (40) and of higher order than the ap-

proximation used to approximate t¥ is a first-order conjugate flux-force expression of the form
(23, Eqn (9.77)]

= = _ _ = _ sDw A —
\V/ <€wpw) _ ewpwv (Mw +¢)w) _ ewpwgw — T = RwyW , (41)

where RY™ is a non-negative scalar resistance coefficient assumed to depend upon fluid and
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solid properties. Substituting Eqn (41) into Eqn (40) yields
RV >0, (42)

which is satisfied for all v¥ provided R* > 0, which is a requirement of the resistance coeffi-
cient.

It can be shown using microscale simulation methods of the sort used in this work that the
flux vector in Eqn (41) need not be colinear with v, which is a definition of an anisotropic
porous medium [15]. An anisotropic generalization of Eqn (41) is

S—w J—

\Y% (eﬁpw) - eﬁpwv (Mw + ¢E) - EEngU ~ T =R"W" ) (43)

where R” is a second-rank, symmetric, positive-definite resistance tensor assumed to depend
upon fluid and solid properties. It follows then that

A~

vZR V" >0, (44)

which is also consistent with Eqn (40), proving Eqn (43) is a permissible closure approxima-
tion.
Eqn (43) can be rearranged to solve for the inter-entity transfer of momentum term giving

\Y% <eﬁpw) - Eﬁpwv (ME + T/JE) - Eﬁpwgm -R =T . (45)

Substituting Eqns (39) and (45) into Eqn (36) yields an alternative macroscale form of a
Stokes-flow approximation in terms of all macroscale quantities

—€7pUV (4P 4+ 97) = R . (46)

Note that this macroscale Stokes-flow equation, Eqn (46), involves the gradient of the sum of
chemical and gravitational potentials. When the sum of these potentials is constant, such as
would be the case at equilibrium, then v¥ must vanish.

Alternative forms of Eqn (46) can be formulated as well. For example, u can be related
to p* by the macroscale variant of the Gibbs-Duhem equation [23, Eqn (7.33)], and 9™ can
be related to g¥ to yield [22, 23]

€ (Vp¥ — p"8") = (V (pw — PN, 0 + (PuV (1w + W — 1 — VN0 = RV . (47)

This form includes the microscale quantities that are commonly ignored. The ability to
uncover the often ignored terms highlights the benefit of the explicit connection across spatial
scales.

Classically, the form of a macroscale model and closure relations are posited to produce a
solvable model. An extension to Darcy’s law [12] is often used and written in the form

q® = v = —KVh" (48)

gll

or in tensor form as

q” = v = —K-VA" | (49)
where q¥ is a specific discharge vector, K is a scalar hydraulic conductivity, h is hydraulic
head, and K is a hydraulic conductivity tensor [20]. Because Eqn (48), or Eqn (49), is an
equation for q, it is an approximation of the momentum equation given by Eqn (8), but
this loose connection is not sufficient to illustrate how this equation could be derived in the
absence of the seminal work of Darcy, and the assumptions and limitation of this approach.
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With the microscale simulation results, we determine R* for each domain by performing
a least squares minimization where only simulations where Re < Reg were included resulting
in 6 simulations per domain (Table 2). The error is defined as the residual of Eqn (41), where
the term on the right of the equal sign was brought to the left, and the fit R™ was used, given
as

= = — — — — S—w ~ —

R=V (epr) — PV (U7 + ) — 7pg" — T — ROV (50)

The mean squared error (MSE) is defined as

1 n
MSE = — 2 1
SE =~ Z R}, (51)
and the maximum absolute error (MAE) as

MAE = max |R;| . (52)

where 7 is the residual for each simulation where Re < Reg; and n = 6. Note that the expected
solution is zero as the error measure is defined as the residual. The errors for this approxima-
tion are orders of magnitude larger as compared to our other closure approximation (Figure
4), which was expected based on the order of the velocity terms. Higher order models can
be posed to further minimize the error, however, this approach has been applied successfully
and the maximum errors with our macroscale approximations are of the same order as our
tolerance.

Table 2: Estimation of RY in the Primary Direction of Flow for Re < Re;

Property Uniform Log-normal  Ellipsoid

RY (g/mm3-s) 4.17 x 1072 1.43 x 1072 3.96 x 1072
MSE 3.82x107? 4.99 x 1072 1.04 x 108
MAE 1.93x 107% 2.64 x 107® 4.33 x 1078

4.4 Transition Flow

As Re approaches unity, fluid behavior changes as can be seen from Figure 3 and described in
[11]. Table 3 contains results for when a first-order approximation (Eqn 41) is used for all 32
simulations per domain where Re ranged from 10~® — 102. From these results, it is clear that
while this approximation was valid in the Stokes regime, the errors in the transition region
are orders of magnitude higher.

Table 3: Estimation of RY in the Primary Direction of Flow for All Simulations

Property Uniform Log-normal  Ellipsoid

RY (g/mm3-s) 4.58 x 1072 1.54 x 1072 4.46 x 1072
MSE 1.57 x 1073 2.04 x 107* 1.89 x 1073
MAE 3.01 x 1072 391 x 102 3.50 x 1072

The approach used to derive the SEI ensures that Eqn (33) is also valid at describing
entropy production for higher Re flow, commonly known as transition or non-Darcy flow. We
can therefore re-assess the closure approximation made in Eqn (41) to extend the applicability
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of our closure relation to a more generic system. As the first-order approximation has been
shown to be insufficient, we posit a second-order closure such that

= = _ _ = . sDw A . .
\V4 <€wpw> _ Ewpwv (Iuw ‘|‘7!}w) _ Ewpwgw — T = RwWyY + kw|vw‘vw , (53)

which is similar to the Forchheimer extension of Darcy’s Law [16] and includes k®, an ad-
ditional resistance coefficient. As with the first-order approximation, the restrictions on RY
still apply, Eqn (42), and we introduce a new restriction on k", such that

VT v > (0 (54)

It is important to note here that models of any form are permissible such that they obey
the conditions set by the entropy inequality. We suggest zero, first, and second order models
out of simplicity and their natural connection to familiar models. New data-driven modeling
approaches have been shown to pair well with the TCAT methodology to better incorporate
physics into closure relations [9].

To assess the performance of this higher order closure relation, we again use the microscale
simulation results and perform a least squares minimization to determine RY and k" in the
primary direction of flow (Table 4). For this case, we define the error as the residual of
Eqn (53) after arranging the equation to be equal to zero. While the errors in this second-
order approximation are larger than our specified allowable tolerance, both error metrics are
at least an order of magnitude lower than the first-order approximation. If this error was
deemed too large for the intended applications of the derived macroscale model, alternative
closure approximations could further be posited.

Table 4: Estimation of R and k¥ in the Primary Direction of Flow

Property Uniform Log-normal  Ellipsoid

R* (g/mm?s) 4.06 x 1072 1.40 x 1072 3.90 x 102
kv (g/mm3-s) 4.39 x 107* 275 x 107 4.71 x 10~*
MSE 9.94x107° 1.30 x 107° 3.03 x 107°
MAE 142 x 1073 1.89 x 107* 3.65 x 1074

The closure approximation of the force-flux pair involving d” was assumed to be higher
order due to its dependence on Vv%. However, with the second-order closure for our other
term, the approximations are of the same magnitude at high Re, where we evaluate the closure
relationships with the best fit parameters (Figure 5). Extension of the derived macroscale
model to higher Re would require inspection of the zero-order closure approximation.

5 Why Bother?

A question posed in the title of this work is why bother with TCAT? Motivating this question
is the seeming complexity of the approach, which relies upon conservation and balance equa-
tions for phases, interfaces, common curves, and common points; thermodynamics; multiple
coordinate systems at the microscale and larger scales; generalized functions; averaging opera-
tors; multiscale theorems; calculus of variations; differential and integral geometry; topology;
and evolution equations—yielding entropy inequalities that span multiple pages of heavily
adorned symbols relied upon to produce closed models. The motivation for each of these
components could and has been discussed [e.g., 19, 21, 23, 26, 34, 35, 37], but such a dis-
cussion does not resolve the question. The complexity of the method is due to our inability
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are in the primary direction of flow, when applicable.
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to accomplish the goal of building rigorous, high-fidelity, scale-consistent models for complex
systems using simpler approaches. However, theoretical elegance is insufficient motivation for
most researchers and practitioners to expend the effort needed to understand all of the details
of TCAT, especially if the benefits of doing so are not compelling in light of the required
effort.

Our answer to this question can be summarized as: the current state of TCAT modeling
enables (1) the formulation of models that are consistent across length scales, thermody-
namically constrained, of variable and potentially high fidelity; and (2) the generation and
application of a wide variety of new models that rely upon existing theoretical results without
the need to understand the details involved in formulating these results. Simply put, TCAT
is a compelling approach with many benefits and most of the heavy lifting has already been
done. Some additional details supporting this answer are warranted, and we comment on
scale consistency, the generation of new models, the replacement of empiricism with theory,
and available components of potential use.

TCAT ensures consistency across length scales, which can be leveraged to advantage as
shown in this work. By consistency we mean that all macroscale quantities are precisely
defined in terms of microscale quantities. This includes thermodynamic quantities (e.g., pres-
sure, chemical potential, temperature) a feature that distinguishes TCAT from other methods
that assume a thermodynamic relation at the macroscale and thus leaves these intrinsic vari-
ables undefined for purposes of experimental study. This connection was used in this work
by computing a microscale solution, applying an available averaging operator and change of
scale theorems to in turn compute all terms in an essentially exact macroscale equation. This
enabled verification of the theoretical results, evaluation of the accuracy of the microscale sim-
ulations, parameter estimation of macroscale closure relations, and a quantitative assessment
of the accuracy of approximate macroscale closure relations. When the closure approxima-
tion introduces significant error, the precise term contributing to this error can be shown,
and improved approximations deduced as needed and possible based upon the derived EI.
This approach is in sharp contrast with phenomenological approaches, which might fit data
in certain cases, fail in other cases, and might not even be thermodynamically feasible [38, 41].
The approach used herein could be applied to TCAT models in general not just the model
considered in this work, which is a powerful approach for model evaluation and validation.

The model investigated in this work was simple to highlight some basic notions of TCAT.
The closure relations investigated are essentially identical to what have been used for decades
for this case [3]. TCAT can be applied to generate new models that do not exist. For example,
TCAT has been used to derive models to describe the flow of non-Newtonian fluids through
porous media [8, 9]. These example model extensions leverage an available TCAT EI and
the connection across scales to produce models that can predict non-Newtonian flow based
only on medium characteristics and the rheological properties of the fluid. Two-fluid flow
through porous media is another class of model in which TCAT approaches have produced
novel model formulations [10, 30], with much additional work possible in this area building
upon the existing TCAT modeling components and compelling reasons to pursue such work.
Other examples exist as well that might be considered low-hanging fruit, such as non-dilute
transport in a single-fluid system [52].

A cornerstone of TCAT approaches is the replacement of empirical phenomenological re-
lations with theoretically-based model components where possible. Some examples of such
approaches can be used to illustrate the notion. An element of TCAT modeling is the develop-
ment of an EI. EI’s are used to deduce conditions that must be met for a closure relation to be
permissible or consistent with the second law of thermodynamics. Closure relations consistent
with an EI are non-unique and even if a closure relation is known, one must still determine
the parameters that arise in the relation. In certain situations, parameters can be determined
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a priori for TCAT models [36]. Other features unique to TCAT models, overlooked or incor-
rectly proposed in other approaches, include the formulation of closure relations of evolution
equations for geometric properties based upon averaging theorems [21, 23, 26], and the use
of integral geometry and topology to deduce state equations for two-fluid porous medium
systems [27, 37].

Many available components of TCAT models already exist and may be used without
re-derivation. These components include microscale and macroscale conservation, balance,
thermodynamic, and potential equations for phases, interfaces, and common curves; entropy
inequalities for single- and two-fluid systems; equilibrium conditions at the microscale and
macroscale; precise definitions of macroscale quantities in terms of microscale quantities and
averaging operators; evolution equations for phases and interfaces; and a state equation for
two-fluid system [23, 37, 47]. The example provided in this work illustrates how such available
modeling components can be used, other examples are available in the literature [e.g., 8, 9, 39].

6 Summary and Conclusions

While the mathematical complexity can be daunting, the TCAT methodology offers a rig-
orous approach for evaluating microscale simulations, deriving exact macroscale equations,
and evaluating macroscale closure relations. Paired with microscale simulations, the errors
associated with the necessary approximations can be quantified. In this work, we examined
the case of single-fluid flow in a porous medium. From the presumed exact microscale govern-
ing equations, an exact macroscale model was formulated and validated with computational
fluid dynamic simulations of the slightly-compressible Navier-Stokes equations. As TCAT is
consistent across all scales, macroscale variables were calculated from microscale simulations.
With this information, closure relations that do not contain any microscale variables were
posited and the microscale simulation results were used to assess the approximations. The
TCAT methodology provides a fundamental approach for deriving larger scale models that
can be assessed with microscale simulations. The approaches illustrated in this work apply to
all systems for which TCAT entropy inequalities have been derived [23, 31, 47, 48, 52]. TCAT
methods are sufficiently developed that abundant opportunities for model advancement and
validation exist based upon the extension of existing results.
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A Averaging Operator and Theorems

For completeness, we include the definitions of the averaging theorems used in this work as
well as the definition of the averaging operator. For complete details refer to [23, 24]. The
averaging operator is defined as [23, Eqn (6.1)]

/ W faode

Q5,00 W =
/Wdt

Qy

(fa) (55)

The transport theorem used to convert microscale temporal derivatives to macroscale
temporal derivatives, formally defined as T[3(3,0),0], is [23, Eqn (B.17)]

?}{dt—gt/fdt—/n-wfdt. (56)

w w Qws

The divergence theorem, formally given as D[3(3,0),0] is [23, Eqn (B.12)]

/Vfdt—v /fdt—/nfdt (57)

QLU Q’U)S

and the gradient theorem, or G[3(3,0),0], is [23, Eqn (B.13)]

/Vfdt:V/fdt— /nfdt. (58)
Qu Qu

Qws

Nomenclature

Greek Symbols

a Entity qualifier

B Compressibility of w phase

€ Porosity

@ Volume fraction of w phase

€S Specific surface area of the ws interface
n Entropy per volume
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ws

~y Interfacial tension of the ws interface
r Domain boundary

A Lagrange multiplier

A Entropy production rate density
7 Chemical potential

i Dynamic viscosity

Q Domain

P Gravitational potential

p Density

T Viscous stress tensor

0 Temperature

Roman Symbols

d Rate of strain tensor

E Internal energy per volume

5*5 Conservation of energy equations
F Force

g Gravitational acceleration vector

G"Y?  Geometric orientation tensor for the ws interface
g Potential energy equations

h Position vector

| Identity tensor

Ip Index set of phases

J Flux

J®  Twice the mean curvature of the ws interface

kv Scalar resistance coefficient

K Scalar hydraulic conductivity

l Sauter mean diameter

m Mass flow rate

M Conservation of mass equations

ny,, Unit normal vector pointing outward from w phase

P Pressure
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Py Conservation of momentum equations
a Specific discharge vector
R Ideal gas constant
Rw Scalar resistance coefficient
S Entropy balance equation
t Time
t Stress tensor
s—w
T Momentum exchange from s phase to w phase
7? Thermodynamic equations
gg* Potential energy equations
v Velocity vector
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